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QUESTION 1 [20 marks] 

1. Let Y; < Y, < +++ < Y,, be the order statistics of 11 independently and identically distributed 

continuous random variables X,, X3, ..., X11 with pdf f given by 

1 
fx) _ 2 for0<x<2 

0 otherwise 

Then find 

1.1. The pdf of the r* order statistics. Hint: fy. (vy) = nfy(y)(“71) Fx)" 7211 — Fx)" [31 

1.2. The pdf of the minimum order statistics [3] 

1.3. The pdf of the maximum order statistics [3] 

1.4. The pdf of the median [3] 

1.5. The joint pdf of Y;, Yo, ..., Y¥44 [3] 

1.6. If the number of random variables are reduced to 3, thus, X;,X2, X3, then find the joint pdf of 

the minimum and maximum order statistics. [5] 

Hint: fy, yj (Ye yj) = ena [Fel *hOwlFxO;) - Fro f(y) [2 = Fe(y)I 

QUESTION 2 [8 marks] 

2. Suppose a random variable Z has a standard normal distribution with mean O and variance 1 and 

a random variable Y has a normal distribution with mean 1 and variance 1. If the random variables 

Z and Y are assumed to be independent, then what is the distribution of a} (Hint: If 

o2t2 

X~N(u,07),then My(t) =e" 2 )) [3] 

QUESTION 3 [20 marks] 

3. Let X;,X2,...,X;, be a random sample from a Gamma distribution with parameters @ and @, that 

is 

1 Xi 
——___y%-16°6 ; . . f(x;la, 6) = Tayae* e forx;>0;a>0;@8>0 

0 otherwise 

If @ is known, then 
a 

3.1. Show that the moment generating function of X; is given by My,(t) = (=) [6] 

3.2. Find the methods of moments estimator of 0. [6] 

3.3. Find the maximum likelihood estimator of 0 [6] 

3.4. What is the maximum likelihood estimator of a@2? [2] 

QUESTION 4 [6 marks] 

4. Observations Y;,..., Y, are assumed to come from a model with E(Y¥;) = 2 + Bx?, where B 

is an unknown parameter and x4, Xz, ..., X, are given constants. Then find the least square 

estimator of the parameter f. [6] 
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QUESTION 5 [16 marks] 

5. LetX,, ..X, bearandom sample of observations from a population with mean p and variance a7. 

Consider the following two point estimators of u 

  

~ 1 1 “ = 
0 = 9% + Gina) + X3 tot Xn-a) +3 Xn and 2=X 

5.1. Show that both estimators are unbiased estimators of j. [6] 

5.2. Find the efficiency of 6, relative to 6;. [10] 

QUESTION 6 [15 marks] 

6. If X,,X2,..., X, be arandom sample from the Poisson distribution with the parameter 0, then 

6.1. Show that X is a minimum variance unbiased estimator (MVUE) of 8. [10] 

6.2. Show that X is also a consistent estimator of 0. [4] 

Hint: If X~Poisson(@), then 

Qxe-4 

f(«xl@) = x forx =0,1,2,..,0 and E(X) =Var(X) =0 
0 otherwise 

QUESTION 7 [15 marks] 

7. Suppose that X;, ... ,X, are random samples from normal distribution N(u, 1) with probability 

density function given by 

1 
exp -5 - 1)| for -w~<x;<© 

0 otherwise 

1 

fil) = Hae 

Furthermore, suppose that has a prior distribution with mean 0 and variance 1 with pdf 

f 12 

h(x) = {aa 2h for —-w<p<o 

0 otherwise 
nx; 

If the squared error loss function is used, show that the Bayes’ estimator of yu is given by —— 

[15] 

=== END OF PAPER=== 
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